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Abstract 
 
The present fast-moving era brings a serious stress issue that affects elders and youngsters. 
Everyone has undergone stress factors at least once in their lifetime. Stress is more among 
youngsters as they are new to the working environment. whereas the stress factors for elders 
affect the individual and overall performance in an organization. Electroencephalogram (EEG) 
based stress level classification is one of the widely used methodologies for stress detection. 
However, the signal processing methods evolved so far have limitations as most of the stress 
classification models compute the stress level in a predefined environment to detect individual 
stress factors. Specifically, machine learning based stress classification models requires 
additional algorithm for feature extraction which increases the computation cost. Also due to 
the limited feature learning characteristics of machine learning algorithms, the classification 
performance reduces and inaccurate sometimes. It is evident from numerous research works 
that deep learning models outperforms machine learning techniques. Thus, to classify all the 
emotions based on stress level in this research work a hybrid deep learning algorithm is 
presented. Compared to conventional deep learning models, hybrid models outperforms in 
feature handing. Better feature extraction and selection can be made through deep learning 
models. Adding machine learning classifiers in deep learning architecture will enhance the 
classification performances. Thus, a hybrid convolutional neural network model was presented 
which extracts the features using CNN and classifies them through machine learning support 
vector machine. Simulation analysis of benchmark datasets demonstrates the proposed model 
performances. Finally, existing methods are comparatively analyzed to demonstrate the better 
performance of the proposed model as a result of the proposed hybrid combination.  
 
Keywords: Stress analysis; Emotion analysis; Deep learning; Classification; Convolutional 
neural network. 
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1.  Introduction 

Stress is a major factor that leads to chronic disorders and makes people more uncomfortable. 
Stress affects problem-solving power, and decision-making intelligence disturbs imagination 
and memory factor. Stress affects the prefrontal cortex activities of people which directly 
reflects in their daily lives. Activity changes in cerebral, immune, and endocrine systems are 
possible due to stress. When the physical or psychological tensions are processed by the brain, 
it triggers hormones and antibodies secretion. Long-time exposure to stress levels affects 
health and weakens the immune system. Stress-related corticosteroid hormones segregate due 
to stress which affects the immune system and makes people more susceptible to infection. 
Long-time stress factors lead to heart diseases, diabetes, etc., and Depression due to stress 
reduces the activities of a person. Thus, it is essential to take precautionary measures to analyze 
the stress factors and their levels to secure individual health as well as society's welfare.  

In our daily life communication and interaction, emotion plays a major role. Emotions are 
high level psychological experience which is faced by everyone in their daily life. Emotions 
occurs due to complex feelings, unease, comfort, discomfort, and pleasure. Numerous studies 
on emotion classification and recognition evolved in recent times in education, robotics, 
driving assistance, education, and health domains. Interpreting human feelings through 
emotion analysis gained more attention in recent times. Generally, emotion analysis models 
are described as discrete and dimensional models. In the discrete models, the emotions are 
categorized into fear, happiness, sadness, etc., whereas dimensional models categorize the 
emotions as valence and arousal. Fig. 1 depicts an illustration of basic emotions in valance-
arousal plane.  

 
Fig. 1. Basic emotions in arousal -valance plane 

The emotion states given in four quadrants categorize different types of emotions. To 
classify these emotions, several modalities like speech, facial expression and body gestures 
are used. However, these analyses are accurate at sometimes as the emotions are subjective to 
individual willing and sensitive to social masking. To overcome these limitations, emotions 
are analyzed thorough physiological signals where electroencephalogram (EEG), skin 
temperature, electrocardiogram (ECG), galvanic skin response are used to define the emotions. 
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True emotions can be detected from the physiological responses.  
In the medical domain, stress analysis is considered as one of the complex processes 

specifically in oncology or chronic disease management. Generally based on human responses 
and perceptual factors the stress factors are measured. To describe the stress factors and mental 
state, continuous measurements are required. The brain-related physiological information can 
be analyzed through functional near-infrared spectroscopy images and 
Electroencephalography (EEG) signals. At other times, based on heart rate variability, the 
stress factors are analyzed. In addition to heart rate variability analysis, a few other 
measurements like skin temperature, blood pressure, and galvanic skin response are 
considered to define the stress factors.  

Earlier for stress analysis, machine learning models are widely used [1-2]. Familiar 
machine learning models like decision tree, support vector machine, random forest, and 
logistic regression-based stress analysis models are evolved. However, when the deep learning 
models proved better performance in all domains over machine learning models recent 
research works provide numerous deep learning-based stress analysis processes. The major 
advantage of the deep learning model is its automatic feature abstraction and maps the 
extracted features to the target. Convolutional neural network is one of the familiar deep 
learning models which is widely used in object detection, image classification, computer 
vision applications, etc. [3] However, the classification performance of the convolutional 
neural network model can be improved if the traditional classifier layer is replaced. Thus, to 
attain better classification performance in stress-based emotion analysis, a hybrid deep 
learning model is presented in this research work. The contributions made in this research 
work are presented as follows.  

1. Emotion classification from EEG data is proposed by incorporating the features 
benefits of deep learning algorithm. For accurate and enhanced emotion 
classification a hybrid deep learning model is presented which analyzes different 
states of emotions.  

2. Emotion classification model includes convolutional neural network with 
machine learning support vector machine algorithm as a hybrid model to define 
two emotion plane arousal and valance. The novel classification model has unique 
architecture which replaces the classification layer of CNN with support vector 
machine for enhanced classification performances.  

3. An intense experimental analysis is provided to verify the proposed model 
performance using a benchmark DEAP and EEG brainwave datasets considering 
the metrics recall, precision, f1-score, specificity, Mathew correlation coefficient, 
and accuracy.  

4. A comparative analysis of the proposed hybrid model and existing models like 
support vector machine, convolutional neural network, bidirectional LSTM, and 
artificial neural networks is presented for better validation.  

The remaining discussions in the article are arranged in the following order. A brief 
literature review is presented in section 2, the proposed hybrid deep learning model is 
presented in section 3, experimental results and comparative analysis are presented in section 
4, and a summary of the research work is presented in the last section.  

2. Related Works 
A brief literature review of existing stress analysis models is presented in this section. The 
existing research works are analyzed based on the methodology and its features. The articles 
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are selected based on machine learning techniques and deep learning techniques. The  initial 
discussion covers the machine learning based stress and emotion recognition, prediction 
models. The later part of the discussion covers the deep learning based techniques on stress 
and emotion classification.  

2.1 Machine learning based emotion classification models 
A Gradient boosting model presented in [4] analyzes the categorizes different types of 
emotions based on the noise signals in traffic and the EEG responses of people. Emotions like 
stress, excitement, relaxation, engagement, and interest are categorized through the boosting 
model, and observed that loudness and spectral content produces impacts in excitement and 
engagement indices. However, when the loudness and spectral content increase beyond the 
limit then the excitement and engagement turn into a stress factor. A similar gradient-boosted 
tree classifiers-based emotion classification model is presented in [5] incorporates filtering to 
preprocess the input and employed random forest to extract the features from the frequency 
and time domain. Further classifiers like k-NN, SVM, and boosted tree classifiers are 
employed for emotion classification. Experimentation results provide that the performance of 
boosted gradient tree model-based emotion classification is better than other models.  

Machine learning approaches for emotion classification are presented in [6] using a 
benchmark emotion dataset. The presented approach extracts the wavelet features from EEG 
signals and classifies them through k-nearest neighbor(kNN), fine-tuned kNN, and support 
vector machine. Experimentation confirms that the performance of kNN is better than the other 
models. The emotion analysis model presented in [7] extracts root means square successive 
difference and heart rate variability from the ECG and classifies the happy and angry emotions. 
The presented approach processes the ECG signals and classifies them using a support vector 
machine. Due to the utilization of audio and visual stimulus in the classification process 
presented approach attained better performance than traditional approaches. An emotion 
prediction model presented in [8] analyzes the EEG signals of brain damage patients and 
extracts the emotions induced while using audio-visual stimuli. Once the data is collected it is 
normalized and filtered using butter worth band pass filter to cut off the frequencies. The 
frequency bands are localized using wavelet packet transform and classified using kNN and 
probabilistic neural network models.  

An emotion classification model presented in [9] developed a federated learning classifier 
that secures user information and analyzes emotions without accessing local data. The 
presented classification model considers the physiological data streams and neglects the other 
information thus it provides better privacy and security for user information in real-time 
emotion analysis. A hierarchical extreme puzzle learning machine is presented in [10] for 
emotion classification. The presented approach initially preprocesses the input using a 
smoothing filter and employed wavelet scattering to convert the signal into an image. For 
feature extraction ResNet and Inception-v3 models are incorporated. The extracted features 
are combined using a puzzle optimization algorithm. To reduce the feature dimensionality 
hierarchical extreme learning machine is used which further improves the classification 
accuracy by reducing the feature dimensionality. The presented approach attained better 
classification performances than existing machine learning-based approaches.  

The stress recognition model presented in [11] has two stage feature subset selection 
procedure in which a multi-cluster feature selection is employed in the first stage to identify 
the relevant features and to minimize the feature space. Biogeography and particle swarm 
optimization algorithms are incorporated in the second stage to reduce the feature dimensions 
and effectively differentiate different emotions. Experimentations on the benchmark dataset 
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confirm that the presented approach attained better classification results compared to existing 
methods. Stress recognition based on photoelectric information is presented in [12] which 
determines the stress level based on the physical stress information and emotional stress 
information. The presented Eulerian magnification canonical correlation model performs 
signal amplification and correlation analysis. Further sparse coding and canonical correlation 
are employed for fusing amplified features and original signals. Experimentations provide 
better classification accuracy which is better than the existing methods.  

An emotional speech recognition model presented in [13] reduces the combinational 
features using wavelet coefficients. The presented approach utilizes spectral features, Mel 
frequency cepstral coefficients and extracts the information as emotion features. Further using 
the radial basis function network, the emotional features are classified and attained better 
performance over traditional methods. An emotion recognition model presented in [14] 
employed a stationary wavelet entropy model for initial-level feature extraction. A single 
hidden layer feedforward neural network is used to classify the features. To avoid local 
optimal solutions in the training process, Jaya optimization algorithm is incorporated which 
improves the classification performances.  

Detecting and labeling human stress levels for stress identification is focused on [15] and 
to attain the desired objective a finite state machine-based classification model is presented 
which identifies the relationship between induced stress factors and temporal signals. Results 
categorize stress into three levels as high, low, and medium, and identify stressful situations 
effectively. The stress analysis model presented in [16] incorporates fuzzy logic for stress 
detection based on physiological signals like breath, heart rate, and skin response. The R peaks 
of ECG signals are initially enhanced through wavelet processing and decompose the signals 
into two components as average value and its variations. Final classification effectively detects 
stress changes based on frequent composition and provides better results than existing methods. 

A hybrid optimization model for emotion recognition from speech signals is presented in 
[17] using a particle swarm optimization algorithm with a feed-forward network. The 
presented adaptive learning architecture learns the speech features. Similarly, the features from 
the particle swarm optimization algorithm are obtained and combined with network features 
to train the system. This combined feature selection and classification procedure improves the 
recognition performances compared to conventional methods. A multimodal emotion 
classification model presented in [18] provides a hybrid feature extraction strategy and 
adaptive decision fusion model. Initially, the statistical and even related features are extracted 
from the physiological signals to describe the context and statistical dependent characteristics. 
Further an adaptive decision fusion model is presented to classify the emotions into different 
categories better than traditional approaches. The machine learning model presented in [19] 
generates multi-modal emotion features to recognize different types of emotions from videos. 
The limitations like constrained interactive utilization and conflict in modal features are 
overcome by the presented multi-model feature classification model. The presented 
approaches select multiple modalities and assigns different weights based on attention network. 
meanwhile the complementary relationship between the modalities is defined and used in the 
feature reconstruction process. Finally, the features are fused to attain a complete multi-modal 
feature in emotion recognition process and attained better performances than traditional 
methods. 

Though the performance of machine learning based emotion and stress classification 
models performs well. However, these techniques require optimal features to process the 
features in minimum time. Otherwise, the models process all the features and takes more time 
for computation. Moreover, the attained accuracy seems to be high, but the real fact is it is 



3104                                                                        Pichandi et al.: Stress Level Based Emotion Classification  
Using Hybrid Deep Learning Algorithm 

inaccurate due to improper feature selection and processing in machine learning based 
techniques. compared to machine learning deep learning can extract more relevant optimal 
features for classification process so that better classification or detection performance can be 
attained when using deep learning techniques in emotion and stress classification.  

2.2 Deep learning based emotion classification models 
The deep learning model presented in [20][21] fuses the multi-modal information with 

heterogenous signals to improve the stress detection performance. The collected video data, 
respiration, and ECG data are preprocessed and fed into a deep neural network along with 
facial feature sequences. The deep neural network model processes the signal and fuse the 
information based on feature and based on decision. The results of the deep neural network 
model are a three-class classification of stress factors which is better than traditional 
classification models. The deep learning-based emotion recognition model presented in [22] 
performs two stages of learning for understanding the ECG representations and classifying the 
emotions. Initially, the high-level abstracts are obtained from the unlabeled ECG data. Further 
to convert the signals into pretext tasks, six different signal transformations are applied. This 
transformation is used to enhance the spatiotemporal representations and generalize the data 
to classify emotions into different categories. Experimentations provided that the multi-task 
structure performs better than the single-task structure and provides optimal solutions for the 
pretext of self-supervised tasks.  

The facial emotion recognition model presented in [23] includes a graph neural network to 
process the facial expressions from human visual perception. The presented approach initially 
divides the face into six different parts and selects the key facial feature from each part as 
graph nodes. The selected features are then combined to learn the facial expressions. 
Experimentation confirms that the presented approach has better generalization and 
characterization ability compared to conventional facial recognition models. An automatic 
emotion recognition model presented in [24] incorporates VGGNet to learn the input image 
facial features. The presented approach extracts the emotional features based on tracking the 
facial nerves. Deep learning-based feature extraction and processing provides better 
classification accuracy and effectively categorizes the fear, anger, and disgust emotions. A 
similar emotion recognition model presented in [25] employs a deep neural network for the 
complex classification of emotions based on facial landmarks. The presented approach 
incorporates a sampling procedure to avoid padding in the process of extracting facial 
landmarks. Further, the randomized classifier performance is compared with the non-
randomized classifier to validate the performances in terms of training time and accuracy. A 
deep convolution graph network-based emotion classification model presented in [26] 
combines the feature merits of graph network and convolution features to attain better 
performances. The presented approach overcomes the interference limitations in EEG 
channels and establishes a better relationship between brain regions to analyze emotions. 
Experimentations on benchmark datasets confirmed better performance when compared to 
existing machine learning-based approaches. From the literature analysis, it is observed that 
deep learning models are recently utilized in emotion analysis. However, the performance of 
the traditional deep learning models-based emotion analysis can be improved if hybrid models 
are employed. Thus, a hybrid deep learning model is presented for emotion analysis using a 
convolutional neural network and support vector machine algorithms. 
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3.  Proposed Work 
The proposed stress level-based emotion classification model using a hybrid deep learning 
model is presented in this section. The hybrid model incorporates convolutional neural 
network architecture and support vector machine for accurate classification. The classifier 
layer in the traditional CNN architecture is replaced with a support vector machine to enhance 
the classification accuracy. Fig. 2 depicts a simple overview of the proposed emotion 
classification model. The initial preprocessing in the classification model removes the noise 
artifacts using a bandpass filter. Followed by filtering, the essential features are extracted using 
deep convolution layers in the CNN model and classified through a support vector machine. 
The final classification results provide the status of emotion based on the features extracted 
from the input data.  
 

 
Fig. 2. Proposed model overview 

 

The preprocessing steps in the proposed model include Epoching, standardization, min-
max scaling, and z-score normalization. In the epoching, a specific time window from the 
continuous EEG signal is extracted. For example, if the task is performed to extract 2 seconds 
wavelength of each signal for 2 second time step, then 31 signals for the channel can be 
obtained with 256 data points for each epoch. All these data are provided based on the 
benchmark dataset used in the analysis. Then standardization in the preprocessing step 
employs two methods like min-max scaling and z-score normalization. This standardization 
prevents overfitting and also improves the model's accuracy. Min-max scaling is a 
standardization method that scales the data into a fixed range from 0 to 1 and it is 
mathematically formulated as  
 

𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑥𝑥−𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚
𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚−𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚

       (1) 
 

where 𝑥𝑥𝑛𝑛𝑚𝑚𝑛𝑛  is the minimum range and 𝑥𝑥𝑛𝑛𝑚𝑚𝑥𝑥  is the maximum range. Further, the 
standardized results are normalized using z-score normalization in which the features are 
rescaled so that the features will have the standard normal distribution properties. 
Mathematically z-score normalization is formulated as  
 

𝑧𝑧 = 𝑥𝑥−𝜇𝜇
𝜎𝜎

        (2) 
 

where the mean is indicated as 𝜇𝜇 and the standard deviation is indicated as 𝜎𝜎. Further, the 
normalized data is fed into the deep learning model. The proposed deep learning model 
includes a one-dimensional convolution layer and pooling layers since all the input data are 
time series data and a one-dimensional network is very powerful in processing these data. The 
input layer has the normalized data and the convolution layer selects the optimal features from 
the input and max pooling is employed to reduce the feature dimensions. Four convolution 
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layers and max pooling layers are included in the architecture. For each convolution layer, an 
activation function is used such as ReLU (Rectified linear unit), and a dropout function is 
employed after max pooling to avoid data overfitting. Finally, after the fourth pooling layer, 
the features are flattened and fed into the machine learning classifier to classify different types 
of emotions. Fig. 3 depicts the complete architecture details of the proposed hybrid deep 
learning model.  

 
Fig. 3. Proposed hybrid deep learning model 

As mentioned earlier the architecture of CNN includes a convolution layer, pooling layer, 
activation layer, and classifier layer. The basic architecture of CNN follows forward and 
backpropagation and the forward propagation algorithm can be optimized using 
backpropagation algorithms. Multiple convolution layers are included in the forward 
propagation and extract different features from the input. The low-level features are extracted 
in the first layer and the complex features are extracted in the subsequent convolution layers. 
Additionally, the features obtained in the previous layers are mapped to the specific feature of 
the data. Mathematically the convolution process is formulated as  
 

𝑦𝑦𝑛𝑛 = ∑ 𝑦𝑦𝑚𝑚𝑛𝑛−1 ∗ 𝑤𝑤𝑚𝑚𝑖𝑖𝑛𝑛 + 𝑐𝑐𝑚𝑚𝑛𝑛𝑚𝑚       (3) 
 

where the input data is represented as 𝑦𝑦𝑚𝑚𝑛𝑛−1 and it is also termed as previous convolution 
layer outputs. The weight matrix is represented as 𝑤𝑤𝑚𝑚𝑖𝑖𝑛𝑛 and the bias vector is represented as 
𝑐𝑐𝑚𝑚𝑛𝑛. After convolution batch normalization is used to overcome the gradient loss in the training 
process. The abnormal distribution is data will be under control after batch normalization. 
However, in the proposed model preprocessing all the normalizations are performed thus it is 
removed from the proposed architecture. Generally, batch normalization is defined as  
 

𝑛𝑛𝑐𝑐 = 1
𝑙𝑙
∑ 𝑥𝑥𝑚𝑚𝑙𝑙
𝑚𝑚=1         (4) 

 

𝑣𝑣𝑐𝑐 = 1
𝑙𝑙
∑ (𝑥𝑥𝑚𝑚 − 𝑛𝑛𝑐𝑐)2𝑙𝑙
𝑚𝑚=1        (5) 

 

𝑥𝑥�𝑚𝑚 = 𝑥𝑥𝑚𝑚−𝑛𝑛𝑐𝑐

�𝑣𝑣𝑐𝑐2+𝜀𝜀
        (6) 

 

𝑦𝑦𝑚𝑚𝑛𝑛 = 𝑑𝑑𝑥𝑥�𝑚𝑚 + 𝑠𝑠        (7) 
where the input is represented as 𝑥𝑥𝑚𝑚 and batch mean is represented as 𝑛𝑛𝑐𝑐 and its variance is 

represented as 𝑣𝑣𝑐𝑐. The parameters 𝑑𝑑 and 𝑠𝑠 are shift factors and learnable parameters which are 
used to adjust to optimal value in the training process. An activation function is used in the 
architecture after convolution, instead of other activation functions like sigmoid, tangent, and 
liner function, Rectified Linear Unit (ReLU) is used, and it is mathematically formulated as  
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𝑟𝑟𝑚𝑚𝑛𝑛 = max(0,𝑦𝑦𝑚𝑚𝑛𝑛)       (8) 
 

where 𝑟𝑟𝑚𝑚𝑛𝑛 indicates the ReLU layer output and it neglects the negative values in the input 
data. The pooling layer in the architecture reduces the input size from the convolution layer 
and due to this the computation speed of the deep learning model increases. The forward 
propagation model includes the max pooling function which is formulated as  
 

𝑝𝑝𝑚𝑚𝑛𝑛 = 𝑚𝑚𝑚𝑚𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚{𝑟𝑟𝑚𝑚𝑛𝑛}       (9) 
 

Similar properties are combined in the pooling layer and it reduces the properties matrix 
size in the convolution layers. Finally, after convolution and pooling operations, the features 
are flattened and then fed into a fully connected layer which enables data transmission between 
the classification layer and previous layers. The final classifier layer includes the SoftMax 
function in the classification process. However, to improve the classification performances 
instead of the SoftMax function, a support vector machine is employed in the proposed 
architecture. Compared to SoftMax, SVM can able to produce stable results and trains faster 
while SoftMax lags in performance due to multiple calculations. The training time of softmax 
is high if the data has multiple labels. Thus, the proposed model includes support vector 
machine for final calculation. The results of the support vector machine provide the emotion 
status based on the features. a detailed experimental analysis of the proposed hybrid deep 
learning model is presented in the following section. 

4. Results and Discussion 
The proposed hybrid deep learning model performance is verified through simulation analysis 
performed in MATLAB and the benchmark DEAP [27] and Brainwave [28] datasets are used 
to evaluate the performances. The benchmark dataset DEAP database is an emotion database 
that has EEG and peripheral recordings. DEAP dataset has physiological recordings of 32 
participants and measured their emotions while watching a video. Based on the observation, 
the user provided ratings for the video as arousal, valence, dominance, liking, and familiarity. 
Participants of different age groups and different genders are involved to provide their 
feedback. A few participants' face frontal videos are also included in the dataset. EEG channels 
are sampled at the 512Hz range and electrodes are used to record their responses. For 
peripheral signals, blood volume, respiration amplitude, electrocardiogram, skin temperature, 
electrooculogram, trapezius muscles, and zygomaticus are used. The recent version of the 
dataset has signals which are down-sampled at 128Hz and the raw data is segmented into 32 
files. Each file has arrays in which one is used as a data array which has video, channel, and 
data and the other is a label array which is video and label information. The label indicates the 
rating for different emotions like arousal, valance, etc., The initial preprocessing step includes 
noise removal followed by filtering. A bandpass filter is used in the range of 4-45Hz to allow 
only the desired range of signals. The second dataset EEG brainwave dataset categorizes 
emotions into three types as negative, positive and neutral. The participant emotions are 
measured by measuring the micro voltage obtained from the electrodes placed over the head.  
Six film clips of 12 minutes are played to the participants to measure the brain activity. Per 
day three minutes of data are collected from the participants to avoid interferences. The signals 
are sampled to 150Hz so that the final dataset has 324000 data points 
Performance metrics like accuracy, precision, f1-score, recall, specificity, and Mathew's 
correlation coefficient are considered for performance evaluation. The performance metrics of 
the proposed model are depicted in Table 1 for valence and arousal labels.  
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Table 1. Proposed work performance metrics 

S. No Metrics Labels  
Valence Arousal 

1. Accuracy 93.45 95.68 
2. Precision 92.56 94.66 
3. F1-Score 92.07 93.66 
4. Recall 91.58 92.68 
5. Specificity 90.56 91.68 
6. Matthews Correlation 92.41 94.48 

Further to validate the performance of the proposed model, existing methods that are 
evolved to detect different types of emotions are used for comparative analysis. Methods like 
SVM [29], BiLSTM [30], CNN [31], and ANN [32] are used to compare with the proposed 
model for all the metrics. The total number of iterations considered for experimentation is 300 
and the proposed model does not show much improvement after 200 iterations. Thus, the 
performance of all the models is considered for 200 iterations and the results are plotted as 
graphs.  

The precision analysis of the proposed model for valance and arousal labels are presented 
in Fig. 4(a) and (b) respectively. The maximum precision value attained by the proposed 
model for valance is 92.56% and for arousal is 94.66% which is superior to the existing 
methods like SVM, ANN, CNN, and BiLSTM. The precision value attained by the SVM is 
68.64% and 70.99% for the valance and arousal labels respectively which is 24% lesser than 
the proposed model. The precision value attained by the CNN model is 60.58% for the valance 
and 56.84% for arousal labels which is 32% and 38% lesser than the proposed model. Similarly, 
the BiLSTM model attains a 72.64% of precision value for the valance and 73.15% for arousal 
labels which is approximately 21% lesser than the proposed model. The precision value 
attained by the ANN model is 84.26% for the valance and 86.48% for arousal which is 
approximately 8% lesser than the proposed model.   

 
 (a) Valance  
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(b) Arousal 

Fig. 4. Precision analysis (a) Valance  (b) Arousal 
 

The recall analysis of the proposed model for valance and arousal labels is presented in Fig. 
5(a) and (b) respectively. The maximum recall attained by the proposed model for valance is 
91.58% and for arousal is 92.68% which is superior to the existing methods like SVM, ANN, 
CNN, and BiLSTM. The recall value attained by the SVM is 67.58% and 69.84% for the 
valance and arousal labels respectively which is 23% lesser than the proposed model. The 
recall value attained by the CNN model is 59.84% for the valance and 54.26% for arousal 
labels which is 32% and 38% lesser than the proposed model. Similarly, the BiLSTM model 
attains a 72.4% of recall value for the valance and 72.48% for arousal labels which is 
approximately 20% lesser than the proposed model. The recall value attained by the ANN 
model is 83.56% for the valance and 84.68% for arousal which is approximately 8% lesser 
than the proposed model.  The f1-score analysis of the proposed model for valance and arousal 
labels is presented in Fig. 6(a) and (b) respectively. The maximum f1-score attained by the 
proposed model for valance is 92.07% and for arousal is 93.66% which is superior to the 
existing methods like SVM, ANN, CNN, and BiLSTM. The f1-score attained by the SVM is 
68.11% and 70.41% for the valance and arousal labels respectively which is 24% lesser than 
the proposed model. The f1-score attained by the CNN model is 60.21% for the valance and 
55.52% for arousal labels which is 32% and 38% lesser than the proposed model. Similarly, 
the BiLSTM model attains 72.52% of the f1-score for the valance and 72.581% for arousal 
labels which is approximately 20% lesser than the proposed model. The f1-score attained by 
the ANN model is 83.91% for the valance and 85.57% for arousal which is approximately 8% 
lesser than the proposed model.   
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(a) Valance  

 
 (b) Arousal 

 
Fig. 5.  Recall analysis (a) Valance  (b) Arousal 
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 (a) Valance 

 

 
 (b) Arousal 

 
Fig. 6. F1-Score analysis (a) Valance  (b) Arousal 
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 (a) Valance 

 

 
 (b) Arousal 

 
Fig. 7. Specificity analysis (a) Valance (b) Arousal 
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The specificity analysis of the proposed model for valance and arousal labels is presented 

in Fig. 7(a) and (b) respectively. The maximum specificity attained by the proposed model for 
valance is 90.56% and for arousal is 91.68% which is superior to the existing methods like 
SVM, ANN, CNN, and BiLSTM. The specificity attained by the SVM is 67.54% and 68.48% 
for the valance and arousal labels respectively which is 23% lesser than the proposed model. 
The specificity attained by the CNN model is 59.41% for the valance and 53.65% for arousal 
labels which is 31% and 38% lesser than the proposed model. Similarly, the BiLSTM model 
attains 71.4% of specificity for the valance and 72.24% for arousal labels which is 
approximately 19% lesser than the proposed model. The specificity attained by the ANN 
model is 82.68% for the valance and 81.48% for arousal which is approximately 9% lesser 
than the proposed model.   
 
 

 
Fig. 8. Mathew correlation coefficient  

 
Fig. 8 depicts the comparative analysis of the Mathew correlation coefficient attained by 

the proposed model and existing models for the valance and arousal labels. From the figure, it 
can be observed that the proposed model attains a maximum correlation coefficient of 92.41% 
for the valance and 94.48% for arousal labels which is higher than the existing methods. As 
the Mathew correlation coefficient is a statistical measure that produces high scores only all 
the elements in the confusion matrix produce better results. Thus, it is depicted as a bar chart 
in the above figure and it can be visible that the proposed model has a maximum score which 
indicates that the confusion elements are better compared to other methods.  
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Fig. 9. Accuracy analysis (a) Valance  

 

 
Fig. 9. Accuracy analysis (b) Arousal 

 
The accuracy analysis of the proposed model for valance and arousal labels is presented in 

Fig. 9(a) and (b) respectively. The comparative analysis clearly presents the better 
performance of the proposed model. The maximum accuracy attained by the proposed model 
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for valance is 93.45% and for arousal is 95.68% which is much superior to the existing 
methods like SVM, ANN, CNN, and BiLSTM. The accuracy attained by the SVM is 69.1% 
and 71.99 for the valance and arousal labels respectively which is 24% lesser than the proposed 
model. In the proposed method SVM is used as a classifier, however due to optimal feature 
processing using deep learning model, the classification accuracy of SVM used in hybrid 
model is increased. since traditional method handles all the features which are not optimal the 
accuracy is reduced but in case of proposed model, due to optimal features, the classification 
accuracy is increased.  

The accuracy attained by the CNN model is 61.5% for the valance and 58.5% for arousal 
labels which is 32% and 37% lesser than the proposed model. Similarly, the BiLSTM model 
attains 73.5% of accuracy for the valance and 75% for arousal labels which is approximately 
20% lesser than the proposed model. The performance of ANN is better than other models, 
however, when it is compared with the proposed model, the accuracy attained by the ANN 
model is 8% lesser for both labels. Compared to the proposed model the performance of 
traditional CNN is low because the classifier used in the proposed model provides maximum 
classification accuracy than the traditional classifier used in the conventional CNN 
architecture.  
 

Table 2. Comparative analysis with existing research works 

Reference Methods Accuracy (%) 
Valence Arousal 

Ning Zhuang. et.al., (2017) Support vector machine (SVM) 69.10 71.99 
Vaishali.et.al., (2022) Bidirectional LSTM (BiLSTM) 73.5 75 
Chen. et.al., (2019) Hierarchical Bi-GRU 67.9 66.5 
Pallavi.et.al., (2021) Convolutional Neural Network 61.50 58.50 

Hao Chao.et.al., (2020) Stacked Autoencoder with LSTM  81.10 74.38 
Rama Chaudhary.et.al., (2021) Artificial Neural Network 85.60 87.36 

Proposed Hybrid CNN 93.45 95.68 

To validate the proposed model performance further, few other research works like 
Bidirectional GRU [33], and stacked autoencoder with LSTM models are comparatively 
analyzed and the results are presented in Table 2. The result presents that the performance of 
the proposed model is much better than the existing methods for both valence and arousal 
labels.  

Further to validate the proposed model performance for EEG brainwave dataset existing 
methods like Long Short-Term Memory (LSTM) Network, Recurrent Neural Network (RNN), 
and Gated Recurrent Unit (GRU) models are considered for analysis. The results of existing 
works are obtained from Kalpana et.al., 2022 [34] research work. The average values of 
proposed model and existing methods are considered for comparative analysis.  
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(a) Precision and Recall                                    (b) Specificity and F1-Score 

Fig. 10. Performance metrics Comparative analysis 
The parameters like precision, recall, specificity, and F1-score are comparatively analyzed 

for brain wave dataset using the proposed model and presented in Fig. 10 (a) and (b). The 
maximum value attained by the proposed model for all the metrics is clearly visible from the 
Fig. 10(a). The precision and recall attained by the proposed model is 96% whereas existing 
models like LSTM attained 95 % and RNN attained 93% which is lesser than the proposed 
model. Similarly, the maximum specificity and f1-score attained by the proposed model is 
clearly indicated in Fig. 10(b). The specificity attained by the proposed model is 97.8% and 
F1-score is 96.3% whereas existing methods specificity and f1-score are comparatively lesser 
than the proposed model. 
 

 
Fig. 11. Accuracy Comparative analysis 

Fig. 11 depicts the accuracy comparative analysis of proposed model and existing models 
for brain wave dataset. The maximum accuracy attained by the proposed model is 97. Though 
GRU exhibits similar accuracy it is inaccurate due to poor feature handing characteristics. The 
overall comparative analysis of proposed model and existing methods for all the metrics is 
presented in Table 3. From the numerical results it can be observed that the performance of 
the proposed model is much better than the existing methods.  
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Table 3. Performance comparative analysis with existing methods for EEG Brainwave Dataset 

S.No Metrics/Methods RNN GRU LSTM Proposed 
1 Accuracy 95 97 96 97 
2 Precision 93 96 95 96 
3 Recall 93 96 95 96 
4 Specificity 97 98 97 98 
5 F1-Score 92 95 95 96 

From the above results, it is observed that the proposed hybrid model can effectively 
categorize the emotions by extracting the optimal features from the input. Using this hybrid 
approach, emotions and its related stress factors can be effectively classified. 

5. Conclusion 

A hybrid deep learning model for emotion classification based on stress level is presented 
in this research work. The hybrid deep learning model incorporates a convolutional neural 
network and support vector machine to attain better classification accuracy. The proposed 
model is experimented with a benchmark DEAP and Brainwave dataset and classifies the 
emotions. Performance metrics like precision, recall, f1-score, specificity, Mathew correlation 
coefficient, and accuracy are considered for analysis. Existing works like support vector 
machine, artificial neural network, RNN, GRU and LSTM models are used to compare the 
performance of the proposed model. From the experimental results, the performance of the 
proposed model is much better than the existing methods. Though the attained classification 
accuracy is better it can be improved further if deep feature extraction is performed through 
multiple deep learning algorithms and this could be the future scope of this research work to 
attain better classification accuracy.  
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